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A note on critical points of integrals of soliton equations

I.M.Krichever∗ D.V.Zakharov †

Abstract

We consider the problem of extending the integrals of motion of soliton equations

to the space of all finite-gap solutions. We consider the critical points of these inte-

grals on the moduli space of Riemann surfaces with marked points and jets of local

coordinates. We show that the solutions of the corresponding variational problem have

an explicit description in terms of real-normalized differentials on the spectral curve.

Such conditions have previously appeared in a number of problems of mathematical

physics.

1 Introduction.

In the modern theory of integrable systems, the constants of motion of a soliton equation are
defined as integrals of certain differential polynomials involving the solution. These integrals
are then regarded as Hamiltonians of compatible commuting flows, and the critical points
of these Hamiltonians are stationary points of the corresponding flows. The purpose of this
paper is to revisit this fundamental concept of the soliton theory in a more general setting
and to present unexpected connections of the critical points of the soliton integrals with
physical problems, including the theory of 2D quantum gravity, the Whitham approach to
string equations, the theory of orthogonal polynomials, and the study of Hele-Shaw flows.

First of all, it is necessary to emphasize that the Hamiltonian theory of periodic non-
singular solutions of soliton equations is well-defined only for solutions of a fixed period.
It is not a priori clear that the Hamiltonians considered as functionals on the space of all
periodic functions with variable periods have critical points. In fact, we will show that in
the näıve formulation this problem has no solutions in the simplest case of the stationary
KdV equation.

The problem becomes non-trivial and a posteriori interesting when extended onto the
space of all finite-gap (algebro-geometric) solutions. Although these solutions are in general
singular and complex functions of their arguments, their integrals can be defined in a pure
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algebraic-geometrical form and can be seen as functions on the moduli spaces of algebraic
curves with fixed jets of local coordinates in the neighborhoods of punctures.

It is instructive to present the formulation of the extended problem and its solution in
the case of the KdV equation

4ut = 6uux − uxxx. (1.1)

This equation has an infinite number of integrals of motion, which in the periodic case have
the form

Hn =
1

T

∫ T

0

Pn(u, u′, . . . , u(n+1)) dx, n = −1, 1, 3, 5, . . . , (1.2)

where the Pn are certain differential polynomials in u:

P−1 = −u

2
, P1 = −u2

8
, P3 = −u2

x + 2u3

32
, . . . (1.3)

Consider an arbitrary linear combination H = H2n+1 + c2n−1H2n−1 + . . . + c−1H−1 of the
integrals on the space of functions with fixed period T , where the coefficients ci are real. The
critical points of such a functional are solutions of an ordinary differential equation known as
the n-th stationary KdV equation ([1]). For example, the stationary points of the functional

H = H3 −
g2H−1

8
(1.4)

are stationary solutions of the usual KdV equation:

16
δH

δu
= uxx − 3u2 + g2 = 0. (1.5)

Let us now consider H as a functional on the space of all nonsingular periodic functions.
Evaluating the variation of H with respect to the period T and setting it equal to zero, we
obtain the additional condition

∫ T

0

u2
xdx = 0, (1.6)

which has no solutions when u is real and smooth.

We now show how to extend the functional H to the space of all periodic solutions of
equation (1.5). The general solution of equation (1.5) is given by the formula

u(x) = 2℘(x + x0), (1.7)

where ℘(x) = ℘(x|ω, ω′) is the Weierstrass ℘-function corresponding to the elliptic curve Γ
defined by the equation

Y 2 = E3 − g2E − g3 = (E − E0)(E −E1)(E − E3). (1.8)

The function u given by equation (1.7) is real and smooth when the branch points Ei of the
elliptic curve are real, in which case we assume that E0 < E1 < E2. For a generic elliptic
curve, this solution is a quasi-periodic meromorphic function. For such functions, formula
(1.2) requires regularization.

2



For a real smooth solution u(x) of (1.5) defined by an elliptic curve Γ with real branch
points, the values of the integrals (1.2) can be expressed in the following way (for details see
[2]). There exists a unique meromorphic differential dQ on Γ, called the quasi-momentum
differential, with a second order pole at infinity with principal part

dQ ∼ dz

z2
, z =

1√
E
, (1.9)

and no other singularities, and which in addition satisfies the normalization condition

∫ E2

E1

dQ = 0. (1.10)

Then the values of the integrals (1.2) of a solution u(x) corresponding to the curve Γ are the
coefficients of the corresponding Abelian integral Q (which is the quasi-momentum of the
auxiliary Sturm-Liouville operator L = −∂2

x + u) at infinity:

Q = z−1 +
∞
∑

n=0

H2n−1 z
2n+1. (1.11)

For an elliptic curve with real branch points, the coefficients Hn are real-valued.

As one of the authors has pointed out in [3], the quasi-momentum differential for a generic
spectral curve is uniquely defined by equation (1.9) and by the condition that all its periods
are real:

Im

∮

γ

dQ = 0 ∀γ ∈ H1(Γ,Z). (1.12)

For elliptic curves with real branch points the two normalization conditions (1.10) and (1.12)
coincide. We can then define the functions Hn on the moduli space of smooth elliptic curves
as the coefficients of dQ at infinity, i.e. using formula (1.11). These functions are in general
complex-valued. We then define the real-valued extension of the KdV integrals (1.2) to be
real parts of these functions, i.e. we set

Hn = ReHn. (1.13)

The main results of this paper are Theorems 2.2 and 3.2, which describe the critical
points of such functionals. In the case under consideration, Th. 2.2 implies that an elliptic
curve Γ given by equation (1.8) is a critical point of the extended Hamiltonian H = H3 if
and only if the following condition is satisfied:

Im

∮

γ

Y dE = 0 ∀γ ∈ H1(Γ,Z). (1.14)

This equation has already appeared in the framework of the Whitham approach to string
equations [4, 5, 6, 7, 8]. Later similar conditions were introduced in the theory of 2D-gravity
[9, 10] and in the study of distribution of zeros in orthogonal polynomials [11]. Recently, the
physical meaning of this condition in the theory of Hele-Shaw flow was revealed in [12].
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Equation (1.14) was solved numerically in [6]. It turns out that there is a unique solution
in the space of smooth elliptic curves. For real g2 > 0 the value of g3 of the corresponding
curve is

g3 =
4h2 + 1

(4h2 − 3)3/2
g
3/2
2 , (1.15)

where h ≈ 3.2463822253744278875676.

The original goal of the authors was to study the geometry of the moduli spaces of
smooth curves using the extended soliton integrals as Morse functions. The connection of
the variational problem for these integrals with important physical problems is to some
extent an unexpected byproduct of the authors’ original goal.

In the most general setting, the extended soliton integrals are defined as functions on
the moduli space Mg,N(n,m) = {(Γ, Pα, [zα]α, E,Q)} of smooth genus g algebraic curves Γ
with N marked points P1, . . . , PN with jets of local coordinates [zα] at Pα and with a pair of
Abelian integrals, denoted E and Q for historical reasons, having poles of orders nα and mα

at the marked points Pα. This moduli space is central to several theories with very distinct
goals and origins. These include the non-linear WKB (or Whitham) theory, two-dimensional
topological models, Seiberg–Witten exact solutions of N = 2 supersymmetric gauge theories
(see [13, 14, 15] and references therein), and the theory of Hele–Shaw flows [12]. Recently,
in [16, 17] it was shown that the constructions of the Whitham theory on the moduli space
Mm

g,N(n) provide a geometrical explanation of cohomological vanishing results on the moduli
spaces Mg,n of smooth curves with marked points.

2 The one-point case

The object of our study in this paper is the moduli space of Riemann surfaces with marked
points and with jets of local coordinates at the marked points. Given a Riemann surface with
jets of local coordinates at marked points, we construct a pair of real-normalized Abelian
integrals on the surface. We then define a collection of functions on the moduli space by
considering the periods of these integrals and the coefficients of their expansions at the
marked points, and we consider the critical points of these functions on the leaves of a
hierarchy of foliations defined on the moduli space. We show that the critical points of these
functions admit an explicit analytic description. To clarify the exposition, in this section we
describe the case of one marked point.

Definition. Let Γ be a Riemann surface, let P be point on Γ. An n-jet of local coordinates at
P is an equivalence class of local coordinates at P , with z equivalent to z′ if z′ = z+O(zn+1).

Definition. Let ω be a meromorphic differential on a Riemann surface Γ. We say that ω is
real-normalized if the integral of ω along any cycle in Γ is a real number, i.e. if

Im

∮

γ

ω = 0 ∀γ ∈ H1(Γ,Z). (2.1)

The period matrix of a Riemann surface has positive definite imaginary part, therefore a
holomorphic real-normalized differential is identically zero. More generally, given a collection
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of principal parts with imaginary residues, there exists a unique real-normalized meromorphic
differential with these principal parts:

Proposition 2.1 Let Γ be a Riemann surface, let P1, . . . , PN be points on Γ, let zα be local
coordinates in neighborhoods of Pα, and let cα,k, for α = 1, . . . , N , k = 1, . . . , nα be complex
numbers, such that cα,1 are purely imaginary and

∑

cα,1 = 0. Then there exists a unique
real-normalized meromorphic differential ω on Γ with poles at Pα of the form

ω =

(

cα,nα

znα
α

+ · · · +
cα,1

zα
+ O(1)

)

dzα near Pα, (2.2)

and with no other singularities.

Definition. Let Γ be a Riemann surface and let P0 be a point on Γ. An Abelian integral
with fixed branch P0 is a multi-valued function A(P, γ) on Γ depending on a choice of path of
integration γ from P0 to P , and such that its differential dA is a single-valued meromorphic
differential on Γ. We say that an Abelian integral is real-normalized if the corresponding
differential is.

In the neighborhood of any point that is not a residue of dA, the Abelian integral A is
locally a single-valued function. In particular, if dA has no residues at P0, then in a suffi-
ciently small neighborhood of P0 the Abelian integral A has a selected branch corresponding
to the trivial path from P0.

We consider the following moduli spaces:

• Mg,1(n) is the moduli space of Riemann surfaces Γ with a marked point P and an
(n + 1)-jet of local coordinates [z] at P . This space is our principal object of interest.

• Mm
g,1(n) is the moduli space of Riemann surfaces Γ with a marked point P , an (n+ 1)-

jet of local coordinates [z] at P , and a real-normalized Abelian integral Q with a fixed
branch at P , having a pole of order m at P and no other singularities. This space is
the natural domain of the extended Hamiltonian functions that we are studying.

• Mg,1(m,n) is the moduli space of Riemann surfaces Γ with a marked point P , an
(n + 1)-jet of local coordinates [z] at P , and a pair of Abelian integrals E and Q (not
necessarily real-normalized) with fixed branches at P , having poles of order n and
m at P , respectively, and no other singularities, where we in addition assume that
the selected branch of E at P has the form E = z−n + O(z). This space is a slight
modification of the moduli space introduced in the paper [14].

These spaces are related by the following maps:

Mm
g,1(n) →֒ Mg,1(n,m)
↓

Mg,1(n)
(2.3)

where the vertical map consists in forgetting the integrals.
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Let Γ be a Riemann surface, and let [z] be an (n + 1)-jet of local parameters at a point
P on Γ. By Prop. 2.1 there exists a unique real-normalized Abelian integral E on Γ with a
fixed branch at P , where it has a pole of order n of the form E = z−n + O(z), and with no
other singularities. There exists a unique local coordinate z in the jet [z] such that the fixed
branch of E can be written as

E = z−n near P, (2.4)

where the equality is now assumed to be exact. Therefore, the notion of real-normalized
Abelian integrals gives us a natural choice of a representative in the jet [z].

Let Q be another Abelian integral on Γ. We can expand it in terms of this chosen local
coordinate:

Q =

m
∑

j=0

qjz
−j + O(z) near P. (2.5)

By virtue of Prop. 2.1 we can identify the Abelian integral Q with the polynomial q(t) =
qmt

m + · · · + q0. Therefore, the vertical map in the diagram (2.3) is a trivial bundle with
fiber C

m+1. Any polynomial q(t) of degree m determines a section of this bundle, i.e. an
embedding of Mg,1(n) into Mm

g,1(n) and hence into Mg,1(n,m).

We now consider a collection of functions on the space Mg,1(n,m). Let (Γ, P, [z], E,Q)
be a point of Mg,1(n,m). Consider the coefficients of the expansion of the differential QdE

at the point P with respect to the chosen local coordinate z:

QdE =

(

n+m
∑

k=0

Tkz
−k−1 +

∞
∑

j=1

Hjz
j−1

)

dz. (2.6)

The coefficients of the principal part Tk act as coordinates on the space Mg,1(n,m). The
coefficients of the regular part Hj are the Hamiltonian functions that are of interest to us.

The following additional functions are only locally well defined on Mg,1(n,m). Fix a
basis of cycles Ai, Bi in H1(Γ,Z) with canonical intersection form, such that no cycle passes
through P or the zero-divisors of dE or dQ. Let Γ̄ denote the Riemann surface cut along
these cycles and let ∂Γ denote the boundary of Γ̄. The branches E and Q fixed at P then
extend to single-valued functions on Γ̄. Consider the real-valued periods of the differentials
dE and dQ along the chosen cycles:

τEAi
=

∮

Ai

dE, τEBi
=

∮

Bi

dE, τ
Q
Ai

=

∮

Ai

dQ, τ
Q
Bi

=

∮

Bi

dQ, i = 1, . . . , g, (2.7)

and the A-periods of the differential QdE:

ai =

∮

Ai

QdE, i = 1, . . . , g. (2.8)

The residue of the differential QdE at P is equal to its integral over the boundary ∂Γ, which
gives the only relation between these functions:

2πiT0 =

g
∑

i=1

τ
Q
Ai
τEBi

− τ
Q
Bi
τEAi

. (2.9)
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Therefore, we can exclude T0 from consideration.

The functions Tk and Hj do not depend on the choice of basis for H1(Γ,Z) and are well-
defined on all of Mg,1(n,m), while the other functions defined above depend on the choice
of cycles. However, in the neighborhood of any point of Mg,1(n,m) this choice can be made
in a consistent way for all curves, therefore these functions are locally well defined. In [14] it
was shown that these functions can be used as local coordinates on Mg,1(n,m):

Theorem 2.1 Let (Γ, P, [z], E,Q) be a point Mg,1(n,m) such that the zero-divisors of dE

and dQ on Γ do not intersect. Then in a neighborhood of this point the functions Tk (exclud-
ing T0), τEAi

, τEBi
, τQAi

, τQBi
and ai (defined with respect to a consistent choice of cycles) have

linearly independent differentials and therefore define a local holomorphic coordinate system
for Mg,1(n,m).

We now proceed as follows. Fix a polynomial q(z) of degree m, and consider the em-
bedding Mg,1(n) →֒ Mm

g,1(n) →֒ Mg,1(n,m) defined by that polynomial. We then define a
hierarchy of foliations on Mg,1(n,m) and consider their restrictions to Mg,1(n). Finally, we
define a collection of functions on Mg,1(n) and study the critical points of their restrictions
to the leaves of the various foliations.

The period functions (2.7) are defined with respect to a choice of basis of H1(Γ,Z),
and any two such choices are related by an element of Sp(2n,Z). Therefore, at any point
p ∈ Mg,1(n) the intersection of the null spaces of the differentials dτEAi

and dτEBi
in the tangent

space Tp(Mg,1(n)) does not depend on the choice of basis and is therefore a well-defined
subspace TE

p (Mg,1(n)) of Tp(Mg,1(n)). Moreover, these subspaces are the tangent spaces
to the level sets of some locally well-defined functions, therefore they form an integrable
distribution on Mg,1(n,m). Similarly, the intersection of the null spaces of dτQAi

and dτ
Q
Bi

is
a well-defined integrable distribution TQ

p (Mg,1(n)) on Mg,1(n).

The embedding Mm
g,1(n) →֒ Mg,1(n,m) is locally defined by the condition that the func-

tions (2.7) are real-valued. This condition does not depend on the choice of basis for H1(Γ,Z).
Therefore, the distributions defined above descend to Mm

g,1(n). Furthermore, the space
Mg,1(n) is a level set of the functions Tn, . . . , Tn+m, and therefore by Prop. 2.1 these distri-
butions descend to Mg,1(n).

Let Λ ⊂ Mg,1(n) denote a joint level set of the functions T1, . . . , Tn−1. Let TE
p denote

the intersection of the null spaces of the differentials dτEAi
and dτEBi

on the space Tp(Λ). Let
 LE ⊂ Λ denote an integral submanifold of this distribution. Along  LE , the periods of dE
are constant:

δ

∮

γ

dE = 0 ∀δ ∈ Tp( LE) = TE
p and ∀γ ∈ H1(Γ,Z). (2.10)

Similarly, let TQ
p ⊂ Tp(Λ) denote the directions along which the periods of dQ do not change,

and let  LQ ⊂ Λ denote the corresponding integral submanifold:

δ

∮

γ

dQ = 0 ∀δ ∈ Tp( LQ) = TQ
p and ∀γ ∈ H1(Γ,Z). (2.11)
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Finally, let  L =  LE ∩  LQ denote a submanifold along which the periods of both dE and dQ

are constant:

δ

∮

γ

dE = δ

∮

γ

dQ = 0 ∀δ ∈ Tp( L) = TE
p ∩ TQ

p and ∀γ ∈ H1(Γ,Z). (2.12)

We now define a real-valued function on Mg,1(n) and study its critical points on the leaves
of the foliations defined above. Let cj, dj , for j = 1, . . . ,M be real coefficients. Consider the
following function on Mg,1(n):

H =
M
∑

j=1

(cjReHj + djImHj) . (2.13)

The following theorem, which is the principal result of this chapter, describes the critical
points of H restricted to the leaves of the foliations defined above:

Theorem 2.2 Let (Γ, P, [z]) be a point in Mg,1(n), which we assume to be embedded in
Mm

g,1(n) via the polynomial q(z). Let E and Q be the real-normalized Abelian integrals
defined by equations (2.4) and (2.5), and let D denote the intersection of the zero-divisors
of dE and dQ.

A. The point (Γ, P, [z]) is a critical point of H restricted to  L if and only if

(i) There exists a meromorphic function Y on Γ with a pole at P with the principal part

Y =

∞
∑

j=1

(cj − idj)z
−j + O(z) near P, (2.14)

with poles at the divisor D, and no other singularities.

B. The point (Γ, P, [z]) is a critical point of H restricted to  LE if and only if there exists a
function Y satisfying condition (i) and in addition the following condition:

(ii) the differential Y dE is real-normalized, i.e.

Im

∮

γ

Y dE = 0 ∀γ ∈ H1(Γ,Z). (2.15)

C. The point (Γ, P, [z]) is a critical point of H restricted to  LQ if and only if there exists a
function Y satisfying condition (i) and in addition the following condition:

(iii) the differential Y dQ is real-normalized, i.e.

Im

∮

γ

Y dQ = 0 ∀γ ∈ H1(Γ,Z). (2.16)

D. The point (Γ, P, [z]) is a critical point of H restricted to Λ if and only if there exists a
function satisfying conditions (i), (ii) and (iii).
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Remark. The correspondence between critical points of integrals of soliton equations
and meromorphic functions with prescribed singularities on the spectral curve, in other words
part A of our theorem, has long been a central notion in the theory of finite-gap integration
(see, for example, the survey [2]). However, this result has never before been stated in such
an explicit form. Moreover, the known results only apply to the case when the equations are
Hamiltonian, which corresponds to the case when the zero-divisors of the differentials dE

and dQ do not intersect.

The Hamiltonian structure of the integrable systems associated with the moduli space
Mg,N(n) is determined by the Novikov–Veselov–Witten–Seiberg symplectic form, which is
defined as follows. Consider a leaf  L of the foliation defined above, anc consider the fibration
N g over  L whose fiber over a point (Γ, P, [z]) is the g-th symmetric power of Γ. This
fibration has dimension 2g and is the phase space for the corresponding integrable system.
The Novikov–Veselov–Witten–Seiberg symplectic form is defined as

ωM =

g
∑

i=1

dai ∧ dωi, (2.17)

where ωi are normalized holomorphic differentials on Γ.

If (Γ, P, [z]) is a point at which the zero-divisors of dE and dQ intersect, then according
to Th. 2.1 the coordinates (2.8) are not independent on the leaf  L. Therefore, the symplectic
form ωM is degenerate at (Γ, P, [z]), and therefore the soliton equation is not Hamiltonian.

Example: elliptic solutions of KdV. Before proceeding with the proof of the theorem,
we show how it applies to the example considered in the introduction. Assume that n = 2
and m = 1, and let g for now be arbitrary. Consider the embedding Mg,1(2) →֒ M1

g,1(2)
given by the polynomial q(z) = z. Suppose furthermore that we are on a leaf LE along which
the periods of dE are identically zero, so that the Abelian integral E is actually a single-
valued function of degree two. Thus, at every point (Γ, P, [z]) ∈ LE, Γ is a hyperelliptic
curve of genus g and the Abelian integral E is a single-valued function on Γ of degree two,
having a second order pole at P of the form E = z−2 and no other singularities.

The differential QdE is odd with respect to the hyperelliptic involution and therefore has
the following expansion at P :

QdE = −2
(

z−4 + T1z
−2 + H1 + H3z

2 + O(z4)
)

dz. (2.18)

We consider the critical points of the function H = Re H3, which are the same as those of
the function (1.4), since H−1 = T1 is constant along LE. According to the theorem, a point
(Γ, P, [z]) is a critical point of H restricted to  L if there exists a meromorphic function Y on
Γ with a triple pole at P of the form

Y = z−3 + O(z) near P. (2.19)

This is only possible if g = 1, so the function H has a critical point only on the leaf
corresponding to elliptic curves. The function Y then satisfies an equation of the form (1.8).
Therefore, (Γ, P, [z], E, Y,Q) are the spectral data of a stationary genus one solution of the
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KdV equation. If the point (Γ, P, [z]) is a critical point of H on all of  LE , then the function
Y satisfies the condition

Im

∮

γ

Y dE = 0 ∀γ ∈ H1(Γ,Z). (2.20)

The main tool in the proof of the theorem is a homomorphism

f : Tp(Λ) → Ω(Γ, P, E,Q) (2.21)

from the tangent space to Λ at a point p = (Γ, P, [z]) to a space of certain multi-valued
differentials on Γ. This homomorphism was introduced in Whitham theory in [13] (see more
details in [14, 15]) and modified for the case real normalized differentials in [18]. It is defined
as follows.

Let Γ̄ denote the surface cut along a choice of basis cycles, and let
∑

νsEs be the zero
divisor of the differential dE. On Γ̄, the branch of E fixed at P can be used as a local
coordinate in the neighborhood of any point except Es. This allows us to lift a tangent
vector δ ∈ Tp(Λ) to a tangent vector on the total space of the universal curve over  LE and
defines the partial derivative of Q = Q(E) for fixed levels of E, which we denote by δQ|E.

The derivative δQ|E is holomorphic away from the points Es, where it has poles of order
νs, and from the cuts. Along the two sides of a cut Ai or Bi, the values of E and Q have
jumps equal to the corresponding periods of dE and dQ:

Q(E + τEAi
) −Q(E) = τ

Q
Ai
, Q(E + τEBi

) −Q(E) = τ
Q
Bi
. (2.22)

Therefore, the derivative δQ|E has jumps along the cuts Ai and Bi equal to

δQ(E + τEAi
) − δQ(E) = δτ

Q
Ai

− dQ

dE
δτEAi

, δQ(E + τEBi
) − δQ(E) = δτ

Q
Bi

− dQ

dE
δτEBi

. (2.23)

The map f associates to a tangent vector δ the multi-valued meromorphic differential

f(δ) = Ωδ = (δQ|E)dE. (2.24)

Since all the higher order terms in the expansion (2.6) of QdE at P are fixed on Λ, the
differential Ωδ has at most a simple pole at P . At the points Es, the zeroes of dE cancel
the poles of δQ|E, hence Ωδ has no other singularities. Finally, along the cuts Ai and Bi the
differential Ωδ has jumps which are linear combinations of the differentials dE and dQ with
real coefficients.

The space Ω(Γ, P, E,Q) of differentials with these properties has real dimension 6g, the
same as  L. It is clear from the construction that the image of a tangent vector lying inside
one of the subspaces Tp( LE) or Tp( LQ) is a differential with jumps proportional only to dE

or dQ, respectively, and that the image of their intersection Tp( L) = Tp( LE) ∩ Tp( LQ) lies
inside the space of holomorphic differentials Ωh(Γ) ⊂ Ω(Γ, P, E,Q). A complete description
of the homomorphism (2.21) was given in [14]:
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Proposition 2.2 Let D =
∑

µsQs denote the intersection of the zero divisors of dE and
dQ. Then the image of the tangent space Tp(Λ) under the homomorphism f of (2.21) is the
subspace ΩD(Γ, P, E,Q) ⊂ Ω(Γ, P, E,Q) of differentials having zeroes at Qs of orders µs. In
particular, if the zero divisors of dE and dQ do not intersect, then the map (2.21) is an
isomorphism.

The space Ω(Γ, P, E,Q) is spanned over R by the following collection of differentials:

• 2g single-valued holomorphic differentials Ωh
Ai
,Ωh

Bi
, i = 1, . . . , g normalized by the con-

ditions

Im

(

∮

Aj

Ωh
Ai

)

= δij , Im

(

∮

Bj

Ωh
Ai

)

= 0, j = 1, . . . , g, (2.25)

Im

(

∮

Aj

Ωh
Bi

)

= 0, Im

(

∮

Bj

Ωh
Bi

)

= δij , j = 1, . . . , g. (2.26)

• 2g differentials ΩE
Ai
,ΩE

Bi
, i = 1, . . . , g having a simple pole at P and a single jump equal

to dE along the cuts Ai or Bi, respectively:

(

ΩE
Ai

)+ −
(

ΩE
Ai

)−
= dE along Ai,

(

ΩE
Bi

)+ −
(

ΩE
Bi

)−
= dE along Bi, (2.27)

normalized by the conditions

Im

∮

Aj

ΩE
Ai

= 0, Im

∮

Bj

ΩE
Ai

= 0, Im

∮

Aj

ΩE
Bi

= 0, Im

∮

Bj

ΩE
Bi

= 0, j = 1, . . . , g.

(2.28)

• 2g differentials ΩQ
Ai
,ΩQ

Bi
, i = 1, . . . , g having a simple pole at P and a single jump equal

to dQ along the cuts Ai or Bi, respectively:

(

ΩQ
Ai

)+

−
(

ΩQ
Ai

)−

= dQ along Ai,
(

ΩQ
Bi

)+

−
(

ΩQ
Bi

)−

= dQ along Bi, (2.29)

normalized by the conditions

Im

∮

Aj

ΩQ
Ai

= 0, Im

∮

Bj

ΩQ
Ai

= 0, Im

∮

Aj

ΩQ
Bi

= 0, Im

∮

Bj

ΩQ
Bi

= 0, j = 1, . . . , g.

(2.30)

Remark. The integral of a multi-valued differential along a curve in Γ̄ is not determined
by the homology class of that curve in Γ. For this reason, the integrals in the above formulas
are assumed to be taken over the particular choice of Ai and Bi that we have made.

Proof of Theorem 2.2 We first prove the statement of the theorem for the critical
points of H restricted to the open subset of Λ where the differentials dQ and dE have no
common zeros.
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Given a set of coefficients cj , dj there is a unique real-normalized meromorphic differential
dY of the second kind whose Abelian integral has a single pole at P of the form (2.14). By
the definition of H the derivative δH along a tangent vector δ is equal to

δH = Re ResP (Y δQ|EdE) = − 1

2π
Im

(
∮

∂Γ

Y Ωδ

)

, (2.31)

where ∂Γ is the boundary of Γ̄. Hence, the point (Γ, P, [z]) is a critical point of H restricted
to  L if and only if

Im

(
∮

∂Γ

Y Ω

)

=

g
∑

i=1

(
∮

Ai

dY · Im

∮

Bi

Ω −
∮

Bi

dY · Im

∮

Ai

Ω

)

= 0 (2.32)

for all holomorphic differentials Ω ∈ Ωh(Γ). Plugging the differentials Ωh
Ai

and Ωh
Bi

in this
equation, we see that all the periods of Y are zero:

∮

γ

dY = 0 ∀γ ∈ H1(Γ,Z). (2.33)

Therefore Y is a single-valued meromorphic function, which proves part A of the theorem.
To prove parts B and C of the theorem, we plug the remaining differentials ΩE

Ai
, ΩE

Bi
, ΩQ

Ai
,

ΩQ
Bi

into equation (2.32), which gives us conditions (2.15) and (2.16). Finally, since the
tangent space Tp(Λ) is spanned by Tp( LE) and Tp( LQ), part D follows from parts B and C.

The proof of the theorem in the general case goes along the same lines. Suppose that
p = (Γ, P, [z]) is a critical point of H restricted to  L, and let

D =
∑

s

µsQs = (dE)0 ∩ (dQ)0. (2.34)

be the intersection of the zero-divisors of dE and dQ. The image of the tangent subspace
Tp( L) under f is the space of holomorphic differentials on Γ vanishing at D, which we denote
Ωh

D(Γ). Let YD,ci denote space of real-normalized Abelian integrals on Γ having poles of
orders µs at Qs and a pole at the marked point P of the form (2.14). This is an affine space
of real dimension dimR YD,ci = 2

∑

s µs = 2d. The period vectors of the Abelian integrals in
YD,ci form an affine subspace ΠD,ci of R2g of dimension 2d− 2h0(Γ, D) + 2.

It is easy to see that we can evaluate the derivative δH by the same formula (2.31) using
any Y ∈ YD,ci. Therefore, equation (2.32) holds for all Y ∈ YD,ci and for all Ω ∈ Ωh

D(Γ).
This gives dimR Ωh

D(Γ) = 2h1(Γ, D) = 2g−2d+2h0(Γ, D)−2 linearly independent conditions
on the elements of ΠD,ci. Therefore, ΠD,ci is actually a linear subspace of R2n. Therefore,
there exists an Abelian integral Y ∈ YD,ci with trivial periods, that is to say a single-valued
meromorphic function, which proves part A of the theorem.

Let YD,ci denote the subspace of single-valued functions in YD,ci, we have shown above
that dimR YD,ci = 2h0(Γ, D) − 2. The image of Tp( LE) under f is the space of differentials
with jumps proportional to dE with real coefficients, having a simple pole at P and zeroes
at the divisor D. We denote this space by ΩD(Γ, P, E). Let Je : ΩD(Γ, P, E) → R

2g

12



be the map which associates to each differential its jumps along the basis cycles. Since
dimR ΩD(Γ, P, E) = 4g − 2d and dimR Ker JE = dimR Ωh

D(Γ) = 2h1(Γ, D), we see that
dimR Im JE = 2g + 2 − 2h0(Γ, D) = 2g − dimR YD,ci. Therefore, formula (2.32) gives 2g −
dimR YD,ci linear relations on the 2g imaginary parts of the periods of Y dE. Therefore, there
exists a Y ∈ YD,ci such that the differential Y dE is real-normalized, which proves part B.
The proof of part C is identical.

Finally, to prove part D, consider the image ΩD(Γ, P, E,Q) of Tp(Λ) under f , and let
JE,Q : ΩD(Γ, P, E,Q) → R2g ⊕R2g be the map that associates to each differential its jumps,
which are a real linear combination of dE and dQ. Since dimR ΩD(Γ, P, E,Q) = 6g − 2d
and dimR KerJE,Q = dimR Ωh

D(Γ) = 2h1(Γ, D), formula (2.32) gives dimR Im JE,Q = 4g +
2 − 2h0(Γ, D) linear conditions on the 4g imaginary parts of the periods of Y dE and Y dQ.
Therefore, there exists a Y ∈ YD,ci such that both Y dE and Y dQ are real-normalized, which
completes the proof of the theorem.

3 The N-point case

In this section, we extend our problem to the moduli space of curves with several marked
points and with jets of local coordinates at those points. Given a curve with jets of local
coordinates, we define a real-normalized Abelian integral with poles determined by those jets.
The principal difference in the N -point case is that is that we can only fix a branch of an
Abelian integral at one marked point. At all other marked points our Abelian integrals will
be truly multi-valued functions. This means that we cannot use the integral E to specify a
unique local coordinate in the jet, as we did in (2.4), and therefore the functions (2.6) are no
longer globally defined on the moduli space. Furthermore, the expansion (2.5) of the Abelian
integral Q depends on the choice of the local coordinate, therefore the map forgetting the
second Abelian integral Q is in general no longer a trivial bundle. In this section, we show
that under certain assumptions the imaginary parts of the functions (2.6) are well-defined,
which allows us to construct a somewhat more limited extension of the results of the previous
chapter.

Let n = (n1, . . . , nN) and m = (m1, . . . , mN) denote a pair of multi-indices. We assume
that nα > 0 and mα ≥ 0 for all α, and that mα ≤ nα for α = 2, . . . , N ; the meaning of the
last condition will become clear later. We consider the following spaces:

• Mg,N(n) is the moduli space of Riemann surfaces Γ with marked points P1, . . . , PN ,
with an (n1 + 1)-jet of local coordinates [z1] at P1 and with nα-jets of local coordinates
[zα] at Pα for α = 2, . . . , n.

• Mm

g,N(n) is the moduli space of Riemann surfaces Γ with marked points P1, . . . , PN ,
with an (n1 + 1)-jet of local coordinates [z1] at P1 and with nα-jets of local coordinates
[zα] at Pα for α = 2, . . . , N , and with a real-normalized Abelian integral Q with fixed
branch at P1, having poles of orders mα at Pα and no other singularities.

• Mg,N(n,m) is the moduli space of Riemann surfaces Γ with marked points P1, . . . , PN ,
with an (n1 + 1)-jet of local coordinates [z1] at P1 and with nα-jets of local coordinates

13



[zα] at Pα for α = 2, . . . , n, and with a pair of Abelian integrals E and Q (not necessarily
real-normalized) with fixed branches at P1, having poles of orders nα and mα at Pα,
respectively, and no other singularities, where we in addition assume that E = z−n1

1 +
O(z1) near P1 and E = z−nα

α + O(1) near Pα for α = 2, . . . , N . Here we assume for
simplicity that the integral E has no logarithmic singularities.

These spaces are related by the following maps:

Mm

g,N(n) →֒ Mg,N(n,m)
↓

Mg,N(n)
(3.1)

where the vertical map consists in forgetting the integrals.

Let [z1] be a (n1 + 1)-jet of local coordinates at P1 and let [zα] be nα-jets of local coordi-
nates at Pα for α = 2, . . . , N . According to Prop. 2.1 there exists a unique real-normalized
Abelian integral E on Γ with a fixed branch at P1 and with poles of orders nα at Pα of the
form

E = z−n1

1 + O(z1) near P1, E = z−nα

α + O(1) near Pα, α = 2, . . . , N, (3.2)

and with no other singularities. There exists a unique local coordinate z1 in the jet [z1] such
that E = z−n1

1 exactly. However, at the other points Pα the Abelian integral E does not
have a selected branch, so we cannot choose a representative of the jet [zα] in this way.

Let E ′ and E ′′ denote two branches of the Abelian integral E at a point Pα. We have
E ′′ = E ′ +C, where the constant C is real if the integral E is real-normalized. Let z′α and z′′α
denote the unique representatives of the jet [zα] such that E ′ = (z′α)−nα and E ′′ = (z′′α)−nα

near Pα. It is easy to check that z′α and z′′α are related as follows:

z′′α = z′α +

∞
∑

j=1

Cj(z
′

α)jnα+1, (3.3)

where there the constants Cj are polynomials in C with rational coefficients.

Now let Q be another Abelian integral on Γ. At the point P1 it can be expanded in terms
of the chosen local coordinate z1:

Q =

m1
∑

j=0

q1,jz
−j
1 + R

Q
1 log z1 + O(z1) near P1. (3.4)

To expand Q at the other points Pα, we need to choose local coordinates at those points.
Let zα denote a choice of local coordinate in the jet [zα] corresponding to some branch of E.
Then Q can be expanded at Pα:

Q =
mα
∑

j=1

qα,jz
−j
α + RQ

α log zα + O(1) near Pα, α = 2, . . . , N. (3.5)

If we now assume that mα ≤ nα, then changing the representative of [zα] according to
(3.3) does not affect the principal terms in the expansion of Q. Therefore, if mα ≤ nα
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for α = 2, . . . , N , then the map Mm
g,N(n) → Mg,N(n) is a trivial fiber bundle with fiber

Cm1+1 ⊕ Cm2 ⊕ · · · ⊕ CmN ⊕ RN−1. To define an embedding Mg,N(n) into Mm

g,N(n), we
need to choose polynomials qα(t) of degrees mα, such that qα(t) have no constant terms for
α = 2, . . . , N , and N imaginary numbers RQ

α adding up to zero. If we do not make the
assumption that mα ≤ nα for α = 2, . . . , N , then the map is only locally trivial, and we
cannot define a global embedding Mg,N(n) →֒ Mm

g,N(n).

We now define a collection of functions on Mg,N(n,m). First, we consider the residues
of the differential dQ:

RQ
α = ResPα

dQ, α = 1, . . . , N. (3.6)

These functions satisfy the relation
∑

RQ
α = 0.

The remaining functions are only locally well-defined on Mg,N(n,m). Fix a basis of
cycles Ai, Bi in H1(Γ,Z) with canonical intersection form, such that no cycle passes through
any of the Pi or the zero-divisors of dE and dQ. Let Γ̄ denote the Riemann surface cut along
these cycles and let ∂Γ denote the boundary of Γ̄. Fix also a choice of paths γ2, . . . , γn from
P1 to P2, . . . , Pn not intersecting any of the basis cycles. The fixed branches of E and Q

then extend to functions on Γ̄ \∪ γi.

Let zα be the unique local coordinate in the jet [zα] such that for the chosen branch of
E we have E = z−nα

α near Pα. We consider the coefficients of the expansion of QdE at the
marked points, with respect to the chosen local coordinates zα:

QdE =

(

nα+mα
∑

k=0

Tα,kz
−k−1
α − nαR

Q
α z

−nα−1 log zα +

∞
∑

j=1

Hα,jz
j−1
α

)

dzα. (3.7)

We also consider the periods of the differentials dE and dQ along the chosen cycles:

τEAi
=

∮

Ai

dE, τEBi
=

∮

Bi

dE, τ
Q
Ai

=

∮

Ai

dQ, τ
Q
Bi

=

∮

Bi

dQ, i = 1, . . . , g, (3.8)

and the A-periods of the differential QdE:

ai =

∮

Ai

QdE, i = 1, . . . , g. (3.9)

The sum of the residues of the differential QdE is equal to its integral over ∂Γ. That gives
the only relation between these functions:

2πi

N
∑

α=1

Tα,0 =

g
∑

i=1

(

τ
Q
A,iτ

E
B,i − τ

Q
B,iτ

E
A,i

)

, (3.10)

so therefore we exclude T1,0 from consideration.

As before, these functions are locally well defined on Mg,N(n,m) and have well-defined
differentials, and they can be used as holomorphic coordinates on Mg,N(n,m). The corre-
sponding generalization of Theorem 2.1 was also proved in [14]:
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Theorem 3.1 Let P = (Γ, Pα, [zα], E,Q) be a point on Mg,N(n,m) such that the zero-
divisors of dE and dQ on Γ do not intersect. Then in a neighborhood of P the collection of
5g + 2N − 2 +

∑

(nα + mα) functions RQ
α , Tα,k (excluding R

Q
1 and T1,0), τEAi

, τEBi
, τ

Q
Ai

, τ
Q
Bi

and ai have linearly independent differentials and thus define a local holomorphic coordinate
system for Mg,N (n,m).

In the N -point case, the local coordinates zα and hence the functions Hα,k are no longer
globally well-defined on Mg,N(n,m) for α = 2, . . . , N . Hence, we cannot talk of their critical
points. However, on the smaller subspace Mm

g,N(n) the imaginary parts of these functions
are well-defined. Indeed, any two choices of local coordinate zα in the jet [zα] are related
by equation (3.3). On Mm

g,N(n) the coefficients Cj are real, and therefore substituting them
into expansion (3.7) does not change the imaginary parts of the functions Hα,k.

It is now clear how to generalize the results of the previous section to the N -point case.
Fix N polynomials qα(t) of degrees mα with no constant terms for α = 2, . . . , N , and N

imaginary numbers RQ
α adding up to zero. Consider the embedding Mg,N(n) →֒ Mm

g,N(n)
defined by these data.

We introduce a hierarchy of foliations on Mg,N(n). Let Λ′ ⊂ Mg,N(n) be a submanifold
along which the functions Tα,k for k = 1, . . . , mα + nα are constant:

δTα,k = 0 ∀k > 0 and ∀δ ∈ T (Λ′). (3.11)

Let Λ ⊂ Λ′ denote a submanifold along which the functions Tα,k for all k = 0, . . . , mα + nα

are constant:
δTα,k = 0 ∀k ≥ 0 and ∀δ ∈ T (Λ). (3.12)

Let  LE ⊂ Λ denote a submanifold along which the periods of dE are constant:

δ

∮

γ

dE = 0 ∀δ ∈ T ( LE) and ∀γ ∈ H1(Γ,Z), (3.13)

let  LQ ⊂ Λ denote a submanifold along which the periods of dQ are constant:

δ

∮

γ

dQ = 0 ∀δ ∈ T ( LQ) and ∀γ ∈ H1(Γ,Z). (3.14)

Finally, let  L =  LE ∩  LQ denote a submanifold along which the periods of dE and dQ are
both constant:

δ

∮

γ

dE = δ

∮

γ

dQ = 0 ∀δ ∈ T ( L) and ∀γ ∈ H1(Γ,Z). (3.15)

We now define a real-valued function on Mg,N(n) and study its critical points on the leaves of
the foliations described above. Let dα,j for α = 1, . . . , N , j = 1, . . . ,Mα be a finite collection
of real constants. As we have noted above, the function

H =
∑

α,j

dα,j ImHα,j (3.16)

is globally well-defined on Mg,N(n). The critical points of this function on the leaves of the
foliations described above are then described by the following theorem, which is the N -point
generalization of Th. 3.1.
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Theorem 3.2 Let qα(t) be polynomials of degrees mα, such that qα(t) does not have a
constant term for α = 2, . . . , N . Let RQ

α be imaginary numbers adding up to zero. Let
(Γ, Pα, [zα]) be a point in Mg,1(n), which we assume to be embedded in Mm

g,1(n) via the data
qα(z) and RQ

α . Let E and Q be the real-normalized Abelian integrals defined by equations
(3.2), (3.4) and (3.5), and let D denote the intersection of the zero-divisors of dE and dQ.

A. The point (Γ, Pα, [zα]) is a critical point of H restricted to  L if and only if

(i) There exists a meromorphic function Y on Γ with poles at Pα with principal parts

Y = i

M1
∑

j=1

d1,jz
−j
1 + O(z1) near P1, Y = i

Mα
∑

j=1

dα,jz
−j
α + O(1) near Pα, α = 2, . . . , N,

(3.17)
and poles of order µs at the common zeros Qs of the differentials dE and dQ on Γ, where µs

is the multiplicity of the common zero Qs, and no other singularities.

B. The point (Γ, Pα, [zα]) is a critical point of H restricted to  LE if and only if there exists
a function satisfying condition (i) and in addition the following condition:

(ii) the differential Y dE is real-normalized, i.e.

Im

∮

γ

Y dE = 0 ∀γ ∈ H1(Γ,Z). (3.18)

C. The point (Γ, Pα, [zα]) is a critical point of H restricted to  LQ if and only if there exists
a function satisfying condition (i) and in addition the following condition:

(iii) the differential Y dQ is real-normalized, i.e.

Im

∮

γ

Y dQ = 0 ∀γ ∈ H1(Γ,Z). (3.19)

D. The point (Γ, Pα, [zα]) is a critical point of H restricted to Λ if and only if there exists a
function satisfying conditions (i), (ii) and (iii).

E. The point (Γ, Pα, [zα]) is a critical point of H restricted to Λ′ if and only if there exists a
function satisfying condidions (i), (ii) and (iii), and such that near Pα we have

Y = i

Mα
∑

j=1

dα,jz
−j
α + O(zα) near Pα. (3.20)

The proof of the theorem is similar to the one-point case. We introduce an extension of
the homomorphism (2.21) to the N -point case:

f : TP (Λ′) → Ω(Γ, Pα, E,Q). (3.21)

For a tangent vector δ ∈ TP (Λ′), the differential f(δ) = Ωδ = (δQ|E)dE has simple poles at
P1, . . . , PN and jumps along the cuts that are real linear combinations of dE and dQ. The
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space of such differenials, which we denote by Ω(Γ, Pα, E,Q), has real dimension 6g+2N−2.
The image of the tangent subspace T (Λ) is the subspace Ω(Γ, P1, E,Q) of differentials having
poles only at the point P1.

The corresponding generalization of Prop. 2.2 is

Proposition 3.1 Let D =
∑

µsQs denote the intersection of the zero divisors of dE and
dQ. Then the image of the tangent space TP (Λ′) under the homomorphism f of (3.21) is the
subspace ΩD(Γ, Pα, E,Q) ⊂ Ω(Γ, Pα, E,Q) of differentials having zeroes at Qs of orders µs.
In particular, if the zero divisors of dE and dQ do not intersect, then the map (3.21) is an
isomorphism.

The space Ω(Γ, Pα, E,Q) is spanned over R by the 6g differentials defined by conditions
(2.25)-(2.30), and in addition by the following differentials:

• 2N − 2 single-valued meromorphic differentials dΩR
α , dΩI

α, α = 2, . . . , N , which have
real periods and have poles at Pα and P1 with residues ±1 and ±i, respectively:

ResPα
dΩR

α = 1, ResP1
dΩR

α = −1, Im

∮

γ

dΩR
α = 0, γ = Ai, Bi, (3.22)

ResPα
dΩI

α = i, ResP1
dΩI

α = −i, Im

∮

γ

dΩI
α = 0 γ = Ai, Bi. (3.23)

Proof of Theorem 3.2. Let dY be the unique real-normalized Abelian differential with
fixed branch at P1 such that Y has poles of the form (3.17). Fix a real number ρ > 0, and
let γα denote a path of radius ρ around the point Pα in the chosen local coordinate zα. Let
δ ∈ T (Λ′) be a tangent vector. A direct calculation then shows that

δH = Re

(

N
∑

α=2

dα,0δTα,0

)

−
N
∑

α=1

Re ResPα
Y δQdE = Re

(

N
∑

α=1

dα,0δTα,0

)

− 1

2π
Im

∮

∂Γ

Y Ωδ,

(3.24)
where dα,0 denotes the constant term of Y at Pα. For a tangent vector δ in T (Λ) or in any
smaller tangent subspace, we have δTα,0 = 0. Therefore, we can use the same reasoning as
in Th. 2.2, which proves parts A through D.

Finally, if P is a critical point of H restricted Λ′, then δH = 0 for all variations of δT0,α,
which can only happen if d0,α = 0 for all α = 2, . . . , N , which proves part E.
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