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Abstract—Much of the big data which is produced is due
to IoT devices and various sensor networks. This data often
comes with spatial as well as temporal properties that can tell
investigators many things about the environment in which they
are located. For security practitioners, how to find abnormal
activities or anomalies in the vast amount of spatial-temporal
dynamic data is a daunting task. We present a system, STAnD,
to assist investigators in determining patterns within these
spatial-temporal data sets. The analysis conducted by using
this program can support correlating events in both the spatial
and temporal domains which will lead the investigators to
determine probable causes for potential malicious events.

Index Terms—spatial-temporal anomaly detection, security
visualization, big data analytics, entropy graph, eigenvectors

I. INTRODUCTION

The data explosion we are currently in is being caused
by the inclusion of the Internet of Things (IoT) domain into
our daily lives as well as the proliferation of social media,
which has been shown can be used as mobile sensors. It
is estimated that of all the data generated, 90% has been
produced in the last two years [1]. These IoT devices and
social media sensors provide a level of convenience to us but
can also be used to collect and deliver characteristics on the
environment they are placed. This generated data can take
the form of spatial data, having a geographical component
to it, temporal data, entries that vary across time, or both.
These devices act as sources which generate data entries as
often as several thousand per second or more, to generating
data entries only when triggered. As this data grows and
becomes more complex, it will become more challenging
for investigators to gain some level of intuition on the data
using traditional means.

While there has been research on spatial-temporal
anomaly detection [2]–[9], there is a lack of a user interface
to correlate events from both the temporal and spatial dimen-
sions in order to find the underlying causes of malicious
activities. This work focuses on improving the ability to
derive connections between spatial and temporal events as
well as allowing the user to categorize incidents as not
only abnormal, but to draw conclusions about suspected
anomalies and determine if they are malicious. We developed
a tool with methods aimed at the identification of anomalies
in a dataset such as the one described and to assist in the
rapid classification of events. These events are classified
through the use of entropy calculations in spatial data and

community detection algorithms as a means to assist in
the visual identification. Entropy is particularly useful to
determining spatial data outliers as it allows a simplistic
manner to compare one item’s movements with another
within a given region. The specifics behind how this is
accomplished will be illustrated in the sections that follow.
In addition, physical movement graphs were designed to
model movements recorded by either stationary or mobile
sensors and to further visualize the underlying entropy data.

The temporal data is classified through eigenvector calcu-
lations to help narrow the scope of an investigation in the
spatial dataset. Eigenvectors allow for many data attributes
to be compared against each other in an efficient manner
and is one of the primary reasons for inclusion in this
work. Additionally, due to how eigenvectors are calculated,
they allow for efficient identification of anomalous data.
Eigenvector matrices and charts, sensor reading overlays
and correlation matrix were also designed to visualize the
temporal evolution of sensor data. As will be shown, using
multiple methods allows for each view to mitigate the
shortcomings of other views, and shows the data to the
investigator from a different perspective.

The remainder of this paper is organized as follows:
section II discusses related works as they pertain to spatial
and temporal anomaly detection, section III discusses our
methods for detecting anomalies, section IV applies our
methods and visualization tools to a case study, and section
V concludes our work.

II. RELATED WORK

Spatial-temporal anomaly detection is an important re-
search topic and has many applications. There has been
either algorithmic or visual approaches to identifying anoma-
lies in the corresponding data. For example, researchers
have focused on a cluster centric approach [2] by utilizing
the fuzzy c-means clustering algorithm to place events
into similar groupings. To overcome difficulties in spatial-
temporal clustering a sliding time window has been proposed
to assign an anomaly score based on past behavior of an
item. In addition, Bayesian networks have been utilized to
identify anomalies in sensor data [3], [4] in order to assist
in filtering false positives in data returned from sensors.
Bayesian networks have also been used to identify air quality



Fig. 1: Overview of Spatial-Temporal ANomaly Detection (STAnD) tool.

sensors that are in a failing state [3] and trends in gas
concentration values over time [4].

It has been shown that entropy can be used to find
patterns over a user’s web log [10]. By conducting the
entropy calculations over this data, a degree of symmetry
in the connections on the computer being analyzed can be
acquired. The conclusion is the more balanced the distri-
bution of connections, the higher the entropy values. They
pair this entropy calculation with clustering to visualize the
pattern in types of connections the user creates. Entropy
is also utilized to assist in the security of e-commerce
by combining information entropy with a neural network
solution to identify abnormal traffic in a mobile payment
system [11].

Eigenvectors may be used to determine events in a mo-
bile communication graph [12]. Abnormalities are identified
when a node’s eigenvector value deviates from a determined
normal value. Through their tool, they were able to correctly
identify interesting patterns that matched actual events. A
dependency matrix and the eigenvectors were used as a nat-
ural way to perform feature extraction and suggest attributes
which the user should consider interesting [13].

There have been methods used for visualization spatial
and temporal data [14]. Many of the tools they discuss, show
the data in varying levels of detail. By providing an interface,
the work conducted in [15] created a tool that users can
utilize to drill down on details of various data, they provide
a tool which allows individuals to gather information on pos-
sible anomalies by starting investigations in the most likely
area of an anomaly. An interactive visualization tool [9] may
be used to identify spatial-temporal anomalies by combining
the spatio-temporal clustering algorithm (GridScan) and by
plotting 2D or 3D visual objects overlaid in Google Maps.

Their case studies demonstrate its effectiveness over large-
scale enterprise network traffic log as well as Air Quality
Index (AQI) and PM2.5 data in China.

The work conducted in [16] also makes use of visualizing
objects in both a 2D and 3D space to showcase datasets.
Their case study shows the effectiveness of being able
to see movement data in multiple dimensions and how
each trajectory is related to another. Other visualization
approaches such as [17] have created a tool which allows for
both domain and data mining experts to analyze a chosen
dataset. Their approach allows the data to be viewed from
different perspectives giving the expert the relevant data they
need in manner that best suits their particular analysis.

Tools such as ScatterBlogs [18] utilize social media feeds
as input into the system. In this case, the information
gathered from each social feed is utilized as the spatial
and temporal data types. The tool utilizes an enhanced
version of the Lloyd cluster algorithm to identify anomalies
and provide authorities with relevant real time situational
awareness. One of the advantages of using ScatterBlogs is
in its relatively simplistic design and ability to handle and
detect clusters in 1-2 million input feeds on a daily basis.

III. METHODS FOR DETECTING ANOMALIES

STAnD was designed to allow for analysis of a dataset
from a higher level of abstraction while simultaneously
giving the user the ability to examine events with more fine-
grained analysis as the need arises. To support this, there are
six views in STAnD (discussed in the following sections)
that allow the investigator to connect spatial with temporal
events at different levels of detail. An example of the main
interface of STAnD can be observed in Figure 1. Each
of these views works in concert with one another through



attribute or time selection to allow the user to connect
suspected events between views, determine approximate
causes to a threat, and in creating a connection between
spatial and temporal events. Events in STAnD are defined
as something happening that triggers being logged in the
dataset that is under examination. These events could be
either movement based, as shown in the spatial data, or could
be recorded at a set interval as observed in the temporal data.

A. Movement Graph

The Movement Graph allows for individual movements
to be overlaid over a physical structure. This gives the user
the ability to relate how locations are interconnected and
how the popularity, or lack thereof, changes over the course
of time. In this view, the x and y coordinates represent a
location in the physical structure. Nodes in this visualization
represent a collection of spatial events that occur within a
particular zone or region. These nodes are placed in the
center of the designated area. Nodes sizes change based on
the number of events happening at that location for a given
time period. The links in the graph are used to show how
movement events between nodes are connected.

B. Entropy Graph

In information theory, entropy is defined as the degree
of uncertainty or impurity of a given attribute in a dataset.
It is typically used to split a dataset into components in
the most efficient manner to allow a decision to be made
quickly. However, it can also be used to determine outliers
in a dataset. Due to how entropy is calculated, it can provide
a more fine-grained measure on the distribution of numeric
values when compared with other statistical methods [19].

EventEntropy =
movementind
movementtotal

∗ log
movementind
movementtotal

(1)
Entropy in STAnD is calculated through Equation 1. The

raw movement event entropy value itself is not used in
determining anomalies for the entropy graph. Rather, abnor-
malities in spatial data are identified through determining
outliers in entropy values for a given time set. Specifically,
all the movement event entropy values for a given time
period are compared to the average for that period, and the
value which is the most extreme is identified as the most
anomalous spatial event. In this equation, movementind
represents the total number of movements an item created
over the specified period and movementtotal reflects the
total number of movements that were created over the period
for all items. Once calculated, the value is used to represent
the raw entropy of an individual over the designated time.

The entropy value for each movement event is shown
in the corresponding link color. These values are manually
mapped to one of forty bins where red represents a lower
entropy value and purple shows a higher value. This color
range was taken from a standard RGB color wheel. Colors
were manually selected by starting at pure red and moving
around the circle in a clockwise manner until forty unique

colors were selected. These values were then laid out in a
linear fashion and mapped to values between zero and one.
A range of forty bins were used rather than two to give
better granularity between each color bin.

The Entropy Graph also allows the investigator to see how
zones or regions are connected per event. However, in this
view, there is no physical overlay. This permits the user to
focus more on time based events rather than how they might
be physically related. As in the Movement Graph, the nodes
represent the center of a zone or region and the links show
a movement event between two zones. Additionally, node
sizes represent the number of items at a particular location
at a given time.

Community detection, which attempts to partition a graph
into a set of disjoint communities, may be used to assist
in identifying outliers in spatial events. STAnD uses the
Louvain modularity community detection algorithm [20] to
place the nodes in the spatial events into groups. While the
algorithm does suffer from minor accuracy when compared
against other community detection algorithms, the Louvain
method does allow for better scaling to large datasets and
hence the primary reason for inclusion in this work. As
stated, this algorithm operates on an optimized modularity
which is calculated through Equation 2. As this method is a
greedy approach, the goal is to maximize modularity shown
as ∆Q, and thereby the group membership.

∆Q = [

∑
x +ki,x
2m
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∑
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∑
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)2 − (
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(2)
In this equation,

∑
x is the total weights of the links inside

the graph C, while
∑

t is the total weights of the links
connected to nodes in the graph. ki is the sum of weights
corresponding to the links incident to the node i. ki,x is
the total of the weights of the links from i to nodes in the
graph and m is the total of the weights of all the links in the
network [20]. In STAnD, the raw entropy values are used as
the weights in the community detection graph rather than the
processed average entropy for each entry. This was done to
allow the Louvain algorithm to process the highs and lows
of the entropy values without unnecessarily altering them.

Similar to entropy values, raw community membership
identifiers do not indicate an abnormal entry, but rather ab-
normalities are identified by the largest standard deviation of
entropy values associated with each community. As the time
line progresses and the graph is built, the identification of
outliers is done though manual identification. The standard
deviation values are mapped to a color using a similar color
mapping method where blue shows a lower value and red
represents a higher value. The community membership is
then shown in the corresponding node color. The identified
event can be used as an alternate means to identify and
classify an event and provide additional evidence that the
item in question is of an approximate cause to a malicious
event.

The method described by using the community detection
algorithm is slightly different from what one might consider



a normal use for grouping. A common use for anomaly
detection through grouping is by using a density function
to either flag a cluster as an anomaly based on how sparse
or full a grouping is with data. The community method
described in the aforementioned paragraphs is still used to
group similar events together, but in STAnD, the underlying
data within each community is still used to identify an
anomaly. An illustration of how this can be used to assist
in the identification of anomalies will be shown in section
IV-C.

C. Attribute Overlay

This view allows for the selection of up to eight attributes
in order to allow comparisons between items at a lower level
of granularity. The view is limited in the number of attributes
that can be shown to allow for distinct colors to be selected
and also reduce the amount of clutter in the view.

The Attribute Overlay plots a selected attribute’s raw
values as a percentage. The decision was made to use the
percentage change rather than the raw value to allow for
attributes which maintain some sort of minimum value to
be compared against attributes that reside at a higher, or
maximum value. By doing this, attribute behaviors can be
compared without having one overshadow the other.

D. Eigen Matrix

Eigenvectors are often used in principal component anal-
ysis, feature extraction, to highlight the general behavior
of attributes over time, and can be used to determine data
anomalies. Eigenvectors can show over an n∗n dependency
matrix which attribute or column is of most interest to
an investigator. As eigenvectors are identifying attributes
of interest, their applications can be widely used. The
formula for calculating an eigenvector in STAnD is located
in Equation 3. In this equation, D(t) represents the n ∗ n
matrix, λ is the Lagrange multiplier, or in other references is
identified as the eigenvalue, latent value, or the characteristic
of D(t). The eigenvector itself is represented by ũ.

D(t)ũ = λũ (3)

The Eigen Matrix view is a plot of known temporal
attributes along the x-axis and, if applicable, their location
along the y-axis relative to the physical structure being
examined. The circles represent a presence of an attribute
at a location while the color represents a value of the
underlying eigenvector for a given time period. The time
period will vary from dataset to dataset, but should be short
enough to gather sufficient entries to determine if trends exist
in the data.

Similarly to the entropy values, the raw eigenvector
value’s do not indicate the presence of an abnormality, but
rather are identified by the largest difference between one
eigenvector’s values and the subsequent vector’s values for
a given time interval when compared with other attributes of
the same period. These values were manually mapped to one
of forty color bins with a color manually assigned to each
bin. The color blue was used to represent a lower change in

Fig. 2: Example of STAnD’s ordered correlation matrix.

value and the color red showcases a higher change. Shading
of the color shows the degree of transformation between
time periods. This creates a linear representation of color to
match the values.

E. Eigenvector Chart

To compliment the Eigen Matrix, the Eigenvector Charts
are created from the difference in eigenvector values from
the current hour’s eigenvector and the subsequent vector’s
values. The individual eigenvectors are calculated from a
dependency matrix, which in this application consists of
a correlation matrix. The underlying correlation matrix is
calculated over a time period’s worth of data. As with
other views in STAnD, this period various between datasets,
however, it should be large enough to determine trends in
attributes.

This creates a view of the temporal data from a higher
level of abstraction and gives the user a summary of the
data, where the Eigen Matrix view allows the user to see
details of the temporal data at a lower level of detail. Rather
than taking the entire dataset and create an eigenvector over
that data, it is separated into subcomponents which allow for
a better view of the data and preserves potential relationships
between attributes. A similar color scheme was used as in
the Eigen Matrix view where blue shows a lower change and
red represents a higher transformation in eigenvector values.

F. Correlation Matrix

The Correlation Matrix is created from the entire set
of raw values in the temporal data by using the Pearson
Product-Moment Correlation. This method is used as anal-
ysis conducted in STAnD is more focused around the linear
relationship between values rather than the ranked values
that are used in the Spearman correlation calculation.



Event Description
Normal An event who’s presence can be

reasonably explained
Abnormal An event which deviates from normal but who’s

presence can be reasonably explained
Malicious An event which deviates from normal and their

presence indicates something wrong is happening

TABLE I: Listing of event types and description.

While the ordering of attributes does not effect the final
values in the calculations, it does affect any visualization
that is created from the calculated data. Subsequently, the
data is ordered such that attributes which handle similar
measurements are co-located. Once the visualization is cre-
ated, it allows for easier identification and justification for
patterns. As an example, Figure 2 shows large changes in
patterns across the diagonal. These differences are reflective
of changes in attribute categories. A similar color scheme
was used in this visualization, where blue represents a lower
correlation or values closer to negative one and red shows a
higher correlation or values closer to positive one. The color
black is used to show where there is no correlation between
attributes.

Data: Anomaly Detection
Result: determine approximate cause for an event
Input: temporalData, spatialData
eigenChart := eigen(temporalData)
entropyGraph := entropy(spatialData)
for each time event (ti) ∈ eigenChart do

for ai at ti do
if evalue for ai > max then

max := (evalue, elocation, etime)
end
for each elocation ∧ etime in max do

if elocation ∃ entropyGraph at etime then
return entropyGraph(elocation, etime)

else
τ := time Thresold
δ := distance Thresold
while tx 6= τ or ly 6= δ do

if ly ∃ entropyGraph at tx then
return entropyGraph(ly, tx)

end
end

end
Algorithm 1: Basic algorithm for determining if an event
is an anomaly or is malicious

G. Defined Neighborhood

STAnD is designed to assist in the identification of abnor-
mal events in both spatial and temporal data. By identifying
events in both data types, it allows the investigator to create a
connection between events and thereby classify the identified
event as normal, abnormal, or malicious. The definitions
which are used in STAnD for event identification can be
found in Table I. It is worth noting that a single abnormal

event does not necessarily indicate that it is malicious. How-
ever, having multiple abnormal events is a strong indicator
of a potentially malicious event.

H. Event Identification Algorithm

The basic structure for identifying anomalies and deter-
mining if they are malicious can be observed in Algorithm
1. The desired output of this algorithm is to determine if
an identified event in the temporal data is an approximate
cause of a spatial event. In this algorithm, ti represents each
time event in the temporal dataset; ai is an attribute that
is identified to have a maximum difference in eigenvector
values and includes the values: ev , the location: el, and the
identified time: et.

The location and time are used to start investigations into
the spatial dataset. If there is a spatial event at that time
and location, it is returned as an approximate cause to the
event. Otherwise, both the time and date parameter must
be adjusted, within a set threshold, to see if something
happened before or nearby that might have caused the
temporal event. These thresholds are identified in algorithm
1 as τ for time and δ to represent distance. These thresholds
are largely determined by the dataset being examined. As
an example, in section IV, there are two thresholds used: a
period of up to 48 hours for the weekend and 8 hours for
weekdays. These time periods were used to account for when
individuals were not scheduled to work over the weekend
and to account for differences in shifts during the week. The
distance parameter, as in section IV, was compared against
the physical structure to determine most likely connections
between areas.

The new time and distance to compare against are repre-
sented as tx and ly respectively. If an event is found within
those thresholds, the spatial event is returned as approximate
cause, otherwise, no spatial event can be found that can
accurately explain a reason for the temporal event.

IV. OFFICE BUILDING - A CASE STUDY

To demonstrate STAnD’s capabilities, we used the Visual
Analytics Science and Technology (VAST) challenge 2016
dataset, which contains a fourteen day simulation of a three
story office building with employees working various shifts.
There are several sensors placed throughout the building to
record entries for employee movement and for keeping track
of building properties such as thermostat settings, airflow
rate, water pressure and carbon dioxide levels among others.
The employee movements are captured through a proximity
card sensor network that tracks an employee’s movement as
they enter a zone in the building. The building sensors are
tracked through a separate network defined as the heating,
ventilation and cooling (HVAC) network. Entries in this
section are captured every five minutes. In addition, there
are four sensors in the building to detect the presence of a
factitious hazardous chemical called hazium. According to
the dataset description, the presence of this chemical in any
amount is suspicious.



Fig. 3: Normal event identified in the Correlation Matrix.

A. Identification of Neighborhood

These four hazium sensors are used to help refine the
scope of investigation using STAnD. As such, the question
that will be answered is: “Can it be determined which
employee is of approximate cause to the hazium spike and
what might have caused said spike?” While any dataset can
be examined with various traditional statistical methods, it is
difficult for these procedures to show a connections from one
entry to another. The strength in STAnD is each view allows
the data to be viewed through a different process. While
the visualizations can be used individually, they are more
powerful when used together to help identify anomalies and
filter between event types. Tying events together will be done
by showing how events in the temporal data are connected
to entries observed in the spatial views.

B. Identification of Normal Event

An example of what is considered a normal event, can
be observed in Figure 3. As seen in the call out box, one
can observe two of the attributes that were selected. Those
attributes that were selected handle the same measurement
in different areas of the building - “Supply Inlet Mass Flow
Rate”. The color red, or a high correlation value, at this
location should make sense as what is known of the building,
there isn’t a shut off specific for each zone.

As additional confirmation of the attributes behavior, the
values can be observed in the attribute overlay as seen in
Figure 4. In this figure, the two attributes are shown in there
own attribute overlay to allow the reader to observe that the
attributes behave similarly in both locations.

C. Identification of Abnormal Event

As stated, for this dataset, any presence of hazium is
considered hazardous, but to what extent is unknown. To
assist in the identification of the presence of hazium, a
darker line was added in the Eigenvector Charts. This line
represents any increase in the hazium value for a given hour.
It can be observed in Figure 5, that the building has it’s first
hazium increase. As any amount of a potentially hazardous
chemical has no logical explanation, this event should be
considered an anomaly. However, that analysis is minimal
and does nothing to suggest a potential cause.

In order to further identify a possible cause or related
event to the hazium increase, the Eigen Matrix can be used
to identify the specific attribute or attributes that were also
acting anomalous at the same time as the hazardous chemical
increase as identified in Figure 5. As can be seen in Figure
6, there is one abnormal sensor reading at the same hour
and location of the hazium increase. This attribute can be
identified as the “VAV Reheat Damper Position” located on
floor 3 HVAC zone 6.

When viewed in the attribute overlay and compared
against the hazium levels, it can be observed that at the time
of the hazium increase, the “VAV Reheat Damper Position”
moves rapidly to a closed setting. Because the eigenvectors
are calculated from a correlation matrix of the temporal data,
these events must then be related.

Additionally, this event can be corroborated with the spa-
tial movements of the employees. There are two individuals
whose movements at the time of the hazium increase are
most abnormal from all others of the same time period.
These employees are P. Young and K. Herrero. The move-
ment events for all employees in the same hour leading up
to the hazium event can be observed in the Entropy Graph in
Figure 7. To repeat, the raw entropy value does not indicate
the presence of an anomaly, but rather the most extreme
outlier in a grouping that indicates an anomaly. However,
in cases where the extreme value is close to another value
as in Figure 7, community detection can assist in filtering
events.

This gives the events of interest those that are surrounding
the purple nodes in Figure 7. Upon further investigation
it can be discovered that only one employee, P. Young, is
located on floor 3 in proximity to the zone with the hazium
increase. K. Herrero’s movements should only be considered
abnormal but not malicious as they are located some distance
from floor 3 at the time of the increase. It is worth noting
that prior to the hazium increase, no other employees are in
the effected zone.

By looking at the Movement Graph for P. Young at the
time of the hazium increase, we can further confirm that
this employee’s movements are abnormal. This employee’s
movements leading up to the hazium increase can be ob-
served in Figure 8

As a possible explanation for this event, it is offered
that because P. Young works in the facilities department,
they would have knowledge of the building’s inner structure
and be aware of when certain building functions happen or



(a) Floor 2 zone 11. (b) Floor 2 zone 15.

Fig. 4: Attribute Overlay for Supply Inlet Mass Flow Rate.

Fig. 5: Hazium increase identified in floor 3 Eigenvector
Chart.

knows how to trigger them. As P. Young’s movements were
always anomalous in the minutes prior to the hazium event,
it is possible that there was an opportunity to stop him before
the actual event was triggered.

D. Other Notable Events

There is a large spike in CO2 readings on one of the
weekends in this dataset. There are no employees as being
listed as present in the building at the same time of the
rise in CO2 readings. These CO2 levels should correlate
with the number of persons in a location. There maybe a
logical explanation for this as the CO2 levels are high in the
main entrance, a large conference room, the southern half of
the first floor corridor and the first floor conference room.
It is possible that there is an event taking place here that
does not include employees. What’s most interesting about
this event is that STAnD indicates that the reheat damper
position is abnormal, suggesting that the damper’s position

Fig. 6: Anomalous attribute identified on floor 3 in the Eigen
Matrix.

Fig. 7: Anomalous spatial movements at 1:10pm 1 June.



Fig. 8: Movement graph for P. Young for floor 3 leading up
to the hazium event.

Events Identified Temporal Events Spatial Events Both found
together

24 20 20 18

TABLE II: Total anomalies found for the office building
dataset.

is working to remove the higher than normal CO2 levels
when it otherwise would not have.

In the dataset on floor 3, there is a zone labeled as future
expansion. Over the course of the fourteen days, there is
no indication of an employee entering that zone. However,
the CO2 readings show a continuous rise and fall. These
readings are not flagged as abnormal due to the similarities
in patterns exhibited on other zones of this floor for the
sensor type. However, other sensors - reheat damper position
and various temperature sensors - indicate an abnormality.
There does not appear to be a correlation between this
zone and others in terms of potentially malicious events.
It is possible that these sensors are triggering events due to
possible construction work taking place in this area.

The total number of anomalies found can be observed in
Table II. In each abnormality found, an individual exhibits
suspicious behavior in the lead up to a possible temporal
anomaly. The total number of events was then determined
by the closest event that preceded a hazium increase.

V. CONCLUSION

As we continue to move into the big data era, the amount
of data from people and devices containing both spatial and
temporal dimensions will continue to grow fast. How to
connect the dynamics of events and quickly detect abnor-
malities is important yet challenging. Through this work it
has been shown that the use of entropy and eigenvectors are a
viable choice for determine normal and abnormal in spatial-
temporal datasets. The identification of these events with this
tool, can help investigators determine approximate causes
to suspected security events. By using several visualization
methods, one can get a better view of the data, as well as
tie suspicious abnormal events together to determine causes.
Through the case study, STAnD demonstrates its ability
to showcase datasets of multiple dimensions and reinforce
knowledge gained.
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